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Abstract

Deep learning has demonstrated impressive accuracy for prostate lesion identification and
classification. Deep learning algorithms are considered black-box methods therefore they
require explanation methods to gain insight into the model’s classification. For high stakes
tasks such as medical diagnosis, it is important that explanation methods are able to esti-
mate explanation uncertainty. Recently, there have been various methods proposed for pro-
viding uncertainty-based explanations. However, the clinical effectiveness of uncertainty-
based explanation methods and what radiologists deem explainable within this context
is still largely unknown. To that end, this pilot study investigates the effectiveness of
uncertainty-based prostate lesion detection explanations. It also attempts to gain insight
into what radiologists consider explainable. An experiment was conducted with a cohort of
radiologists to determine if uncertainty-based explanation methods improve prostate lesion
detection. Additionally, a qualitative assessment of each method was conducted to gain in-
sight into what characteristics make an explanation method suitable for radiology end use.
It was found that uncertainty-based explanation methods increase lesion detection perfor-
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mance by up to 20%. It was also found that perceived explanation quality is related to
actual explanation quality. This pilot study demonstrates the potential use of explanation
methods for radiology end use and gleans insight into what radiologists deem explainable.

1. Introduction

Deep learning systems for lesion detection and classification have achieved impressive accu-
racy as of late Alkadi et al. (2018) Schelb et al. (2019) Vente et al. (2021). This accuracy
demonstrates the potential for these systems to be used as a clinical tool for radiologists.
However, accuracy alone does not make a deep learning model suitable for clinical implemen-
tation. An aspect to fully realize clinical implementation is explainability of deep learning
models. Deep learning algorithms are considered black-box algorithms. This means that
their inner workings are not easily interpretable like a clear-box model such as a decision
tree. This is an area that has attracted high interest recently and thus many methods have
been proposed to interpret black-box deep learning algorithms Ribeiro et al. (2018) Lund-
berg and Lee (2017). However, it still unclear which explanation methods perform best in
a clinical context as well as what characteristics of the explanation methods are important
to clinicians.

For the sake of this manuscript, explanations are defined as methodologies that demon-
strate why a model made a certain classification. Explanation methods are important for
a multitude of reasons. First, a classification by itself is not necessarily insightful for a
clinician. Explanation methods provide more insight into why a classification was made
which can be used to improve diagnosis. Second, the explanation methods provides a sense
of trust, or assurance, between the user and the deep learning system. If the user is able to
see why the classification was made and affirm that the explanation is sensible then there
is a higher level of assurance that the classification is correct. Third, there are legal and
ethical considerations when implementing a deep learning system in a high stakes environ-
ment. An example of the legal requirements if GDRP ”right to explanation” which states
the explanations for deep learning systems are legally mandated Selbst and Powles (2017).
The importance of this is magnified for medical tasks such as cancer diagnosis due to the
complexity of the task and high risk nature.

It has been demonstrated that an explanation method by itself may not necessarily be
sufficient for clinical tasks. Additional characteristics of explanation methods that have
been deemed important by clinicians include feature importance, demonstrating why the
model falls short, and quantifying the uncertainty Tonekaboni et al. (2019). This study fo-
cuses on explanation methods that include a uncertainty quantification in the explanations.
Uncertainty quantification is important for clinical tasks due to the high-risk nature. It is
important for clinicians to know what components of the explanation the model is less sure
of. This can reduce diagnosis error and improve the overall diagnosis pipeline. While there
are studies that evaluate explanation methods with both clinical and non-clinical popula-
tions, this is among the first that evaluate explanation methods that quantify uncertainty
to the best of our knowledge.

The goal of this study was to investigate the effectiveness of uncertainty-based explana-
tion and gain insight into what characteristics are deemed explainable by radiologists. To
this end, we conduct an exploratory pilot study with a cohort of radiologists to 1) Evaluate
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if uncertainty-based explanation methods improve lesion detection accuracy 2) Determine if
uncertainty-based explanations are consistent with radiologist explanations and 3) Garner
insight into what characteristics radiologists deem explainable.

Generalizable Insights about Machine Learning in the Context of Healthcare

We investigate if uncertainty-based deep learning explanation improve radiologist’s perfor-
mance detecting prostate lesions. We also analyze which methods perform the best and
why some perform better than others. In addition, one of the goals of this study was to
gain insight into what a radiologist deems explainable with the context of prostate lesion
detection. Our contribution can be summarized as follows:

• It is demonstrated that explanation methods in tandem with radiologists improve
lesion recognition compared to various baselines.

• Each explanation method was evaluated in terms of perceived confidence, understand-
ing, and justification. Our results suggest that perceived usefulness is related to actual
usefulness.

• We provide insight into what characteristics radiologists deem to improve explain-
ability. This insight augments our understanding of explanation methods with the
potential to guide future efforts developing explanation methods

In short, we provide insight into why some explanation methods perform better than
others and what characteristics radiologists deem explainable within the context of prostate
lesion detection.

2. Study Methodology

We decided on the methodological approach aprior when designing the study protocol to
reduce bias while conducting the study and during analysis. Our goal is to evaluate the
clinical effectiveness of uncertainty-based explanation methods and determine what radi-
ologists deem explainable. To this end, we conduct a study where we show a cohort of
radiologists a series of MRI images with and without explanation methods. We measure
the lesion detection performance for each case for comparison. For the MRI images provided
without an explanation method, we ask the radiologist to mark the area of the image that
contributes the most to their decision for later comparison. We also ask questions using a
5-point Likert scale about each explanation method to determine perceived effectiveness in
terms of understanding, confidence, and justification.

2.1. Data Preprocessing

We used the PROSTATEx dataset Litjens et al. (2014) for this study. The PROSTATEx
dataset consists of 330 lesions from 204 subjects. The dataset provides T2 transverse,
sagittal, and coronal MRI images along with ADC, BVAL, and KTRANS. For this study,
we utilize T2 images that are cropped 120x120 around the centroid of the prostate. The
MRI image intensities were normalized during preprocessing and the image was cropped
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120x120 pixels around the prostate. The dataset provides coordinates of the lesion centroid
and a label indicating if the lesion is clinically significant or not. Recently, ground truth
masks have been provided for the lesion and prostate zones Cuocolo et al. (2021). The
ground truth masks were used during the learning period before the study. This dataset
was split 70/30 into training and testing sets. The training set was used to train the model
used in the study. The testing set was used for performance evaluation and to provide the
study cohort images during the experiment.

2.2. Deep Learning Model

We learn a mapping from a T2-weighted MRI image to a binary variable representing the
presence of a lesion in the image. To learn this mapping, the training set described above
was used to train a convolutional neural network. We trained the model based on the
VGG architecture Simonyan and Zisserman (2015) using Python 3.6 and PyTorch 1.8.0.
Grid-search was utilized to select the optimal parameters of the model. Grid search is a
hyperparameter selection method that iteratively tries different hyperparameter combina-
tion and selects optimal parameters based on model performance. After the parameters of
models were selected using grid search, the model was tested on the testing set. The model
achieves an AUC of 0.87, sensitivity of 0.85, and specificity of 0.88.

2.3. Explanation Methods

In this section, we provide an overview of the methods used during the study. Table 1
provides a brief summary of each method. Figure 1 shows an example of each uncertainty-
based explanation method. The top row shows the input image, the middle row shows the
explanation, and the bottom row shows the uncertainty. For BLRP, the parameters of the
middle and bottom row are α = 5 and α = 50 respectively.

2.3.1. CXPlain

CXPlain Schwab and Karlen (2019) frames the problem of providing deep learning expla-
nations as a causal learning task. To this end, the authors train causal explanation models
to estimate the degree certain inputs cause outputs. CXPlain enables uncertainty quan-
tification with its feature importance via bootstrap ensembling. The authors empirically
demonstrate that the uncertainty estimates are strongly correlated with their ability to
accurately estimate feature importance on unseen data.

2.3.2. DistDeepSHAP

Distribution DeepSHAP (DistDeepSHAP) Li et al. (2020) provides uncertainty estimations
for the SHAP explanation framework. DistDeepSHAP samples the references from a dis-
tribution and calculates Shapely values for these references. To estimate the uncertainty of
SHAP explanations, the authors compute a confidence interval for each assigned Shapely
value using the training dataset as a reference distribution.
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Figure 1: An overview of the uncertainty-based explanation methods used in this study.

2.3.3. BLRP

BLRP Bykov et al. (2020) is a bayesian formulation of Layerwise Relevance Propagation
(LRP). It provides explanation visualization at different levels of certainty. A certainty
level α = 5 represents the most reliable relevant pixels wheresas a certainty level of α = 95
represents the least reliable relevant pixels. In this study, we show the radiologists alpha
values of 5, 25, 50, 75, and 95. An explanation of what the alpha values represent was
conducted during the prestudy learning period task.

2.3.4. BayLIME

BayLIME Zhao et al. (2021) is a bayesian extension to the LIME explanation framework.
BayLIME makes use of bayesian regressors as the local surrogate models as opposed to the
linear models use in the original LIME framework. The authors show that the bayesian
component helps improve the consistency of repeated explanations and explanation fidelity.
The bayesian nature of BayesLIME enables uncertainty visualization through the variation
of repeated explanations.
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Table 1: An overview of the methods being evaluated in this work.

Method Description

CXPlain Uses causal models to provide deep learning explanations
DistDeepSHAP Uses a reference distribution to compute Shapely values
BLRP A bayesian extension of layer wise relevance propagation
BayLIME Bayesian regression models are used in the LIME framework

2.4. Radiology Cohort

Ten radiologists were recruited for this study. Each radiologist holds at least a MD and is
board certified in Radiology. None of the radiologists in this study had previous experience
with machine learning or machine learning explanation methods. Each evaluation was
performed within two weeks in a controlled, standardized online environment. Before the
evaluation, an interview was held with each radiologist. During the interview, the scripted
experimental procedure was described to the radiologist. This included a brief overview
of each method and the instructions for the experiment. These were read directly off
a pre-made script to standardize the instructions. A pre-study learning period was also
administered. This learning period consisted of showing the radiologist a series of T2-
weighted MRI images, corresponding explanation methods, and the ground truth label and
mask to familiarize the radiologists with the explanation methods.

2.5. Study Procedure

Clinical user studies are important to evaluate the clinical effectiveness of deep learning
explanation methods. However, designing such a study is a challenging task due in part to
designing the experiment to answer questions such as, Does the explanation improve clinical
diagnosis? Does the explanation hinder diagnosis? Are the explanations consistent? Is the
explanation clear?

We formulate our study as a lesion detection task whereby a MRI image and corre-
sponding explanation method is presented to a radiologist and the radiologist is asked to
determine if there is a lesion present. We provide a MRI image without an explanation
method as a control case for additional comparison. Note the model’s predicted label was
not given to the radiologist. In addition to the uncertainty-based explanation methods we
include two explanations that do not quantify uncertainty. These are Grad-CAM Selvaraju
et al. (2017) and Integrated Gradients Sundararajan et al. (2017). These are included to
differentiate the performance between uncertainty-based explanation methods and expla-
nation methods that do not provide uncertainty quantification.

Our underlying hypothesis is that if uncertainty-based explanation methods are benefi-
cial for clinical diagnosis tasks then the diagnosis accuracy will improve given the presence
of the uncertainty-based explanation method compared to baselines.

We provided 24 unique samples randomly selected from the PROSTATEx test set to
each radiologist in the cohort. Each sample has a corresponding explanation produced by
one of the explanation methods. There were four samples per explanation method shown to
each radiologist. These were counterbalanced therefore the same 24 samples are provided to
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each radiologist with the order randomized. In addition to this, we provide each radiologist
with five additional randomly sampled MRI images separate from the ones given during
the diagnosis task. Therefore, a total of 29 samples were shown to each radiologist. The
radiologists were asked to highlight the region of the image that contributes the most to their
diagnosis for the five additional images without a corresponding explanation. We use this
data to later compare the IOU between the radiologist and uncertainty-based explanation
methods. After each MRI and corresponding explanation is shown to the radiologist, we
ask the radiologist to state if there is a lesion present, rate the explanation methods, and
provide reasoning behind their ratings. We do this for each of the samples that have a
corresponding explanation method. For the five MRI samples without a corresponding
explanation, we only ask the radiologist to state if there is a lesion and mark the region of
the image they contribute the most to their diagnosis.

Note that an IRB was not required for this study since the IRB recognizes that the
analysis of de-identified, publicly available data does not constitute human subjects research
as defined at 45 CFR 46.102 and that it does not require IRB review.

2.6. Questionnaire Development

A questionnaire was included with the experiment to measure the perceived effectiveness of
each explanation method. The goal of the questionnaire was to collect qualitative data on
each method and provide insight into what characteristics improve explainability according
to the radiologist cohort. An existing validated survey for uncertainty based explanation
methods was not found in the literature therefore we were forced to design our own question-
naire. The questionnaire was development by a multidisciplinary team including a machine
learning researcher holding a PhD, a clinical radiologist holding a MD, and a radiology re-
searcher holding a PhD and MD. This was to improve the validity of the questionnaire and
to include perspectives from different fields. The questionnaire design was largely influence
by Krosnick and Presser (2009). After the questionnaire was developed, it was approved by
two radiologists to affirm the clarity and effectiveness of the questionnaire. We also wanted
to make sure the questionnaire was able to be easily understood by the cohort. After
rounds of feedback from the radiologist and the corresponding changes, the questionnaire
was approved by each member of our multidisciplinary team.

The questions were selected by our team to evaluate the explanation methods using a
5-point Likert scale along three dimensions of interest influenced by Ehsan et al. (2019).

1. Understanding The explanation helps me understand why the classification was
made.

2. Confidence The explanation gives me confidence the classification was accurate.

3. Justification The explanation provides sufficient justification for the classification.

The scale was from 1-5 with 1 being strongly disagree and 5 being strongly agree. This
was shown after each method during the experiment. Then, in a mandatory text field each
radiologist was prompted to provide reasoning behind why they rated each method the way
they did. The three dimensions were select by the multidisciplinary team. They were chosen
because they were considered to be important characteristics of explanation methods. The
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Table 2: F1 score for radiologist, explanation, and uncertainty.

Method F1 Score [95% CI]

Radiologist 58.82 [46.24, 64.3]
Radiologist + Explanation Technique 63.86 [53.45, 68.41]

Radiologist + Explanation Technique + Uncertainty 66.81 [62.22, 74.36]

explanation method should provide a level understanding so the radiologist can understand
why the classification was made. The explanation should also provide confidence that the
model is either correct or incorrect. Lastly, the explanation method should provide a level
of justification for why the classification was made.

3. Results

We report the results from 290 total responses from ten radiologists. The results section
is organized in the following way. First, we investigate the clinical effectiveness of the ex-
planation methods. Second, we evaluate explanation methods in terms of understanding,
confidence, and justification. Third, we measure the consistency between the ROI high-
lighted by the explanation method and the radiologist. Lastly, we report our qualitative
results from the questionnaire.

3.1. Do explanation methods improve diagnosis performance?

We report the lesion recognition performance with explanation methods and compare it
to two baselines. The first baselines are two explanation methods that do not quantify
uncertainty. This was to compare the marginal benefit of the uncertainty component. The
second baseline was a MRI image without a corresponding explanation technique. This was
done to determine if the presence of the explanation techniques improve lesion recognition.
The results for this are shown in Figure 2.

Table 2 shows that an explanation technique in tandem with the MRI improves F1 score
compared to only the MRI. It also shows, there is an additional increase in F1 score when
the uncertainty component added. One radiologist noted that, in some cases, they did
not see a lesion when first analyzing the MRI. However, after looking at the explanation
method they were able to find a lesion in the MRI that they did not see before. Figure 2
shows that the sensitivity increase was marginal. The radiologist seem to error on the side
of false positives without the explanation techniques. With the explanation technique, the
true positives were better detected as well as the true negatives. It is important to note, we
did not see a tradeoff here between true positive detection and true negative detection. The
radiologists also noted that the uncertainty component enabled them to better determine
the signal from noise if the explanation method happened to highlight multiple areas of the
prostate.
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Figure 2: F1 score, sensitivity, and accuracy of each method and baseline.

3.2. Do explanations provide understanding, confidence, and justification?

We measure the perceived understanding, confidence, and justification for each explanation.
We show each radiologist a MRI image and corresponding explanation technique. The ra-
diologist is then asked from 1-5 the following questions with 5 being the positive end and
1 being the negative end. For understanding, This visualization helped me understand why
the model’s classification was made. For confidence, This visualization makes me feel con-
fident in the model’s classification. For justification, This visualization adequately justifies
the classification. These results are reported in Table 3 and Figure 3. Table 3 shows the
method(s) with the highest reported scores. For understanding, this was BayLIME with
a score of 4.0. For confidence, these were BayLIME and BLRP with scores of 3.71. For
justification, this was BayLIME with a score of 3.71. The radiologists stressed the impor-
tance of clarity for understanding. If the explanation method was noisy the radiologists
rated the method lower for understanding. The radiologists noted that for confidence, it
was important that the explanation method accurately segment the lesion when there was
a lesion present. Methods that segmented the lesion but were not accurate were rated lower
on average than methods that accurately segmented the lesion. For example, if the expla-
nation method highlighted only half of the lesion this was considered less confident than
if the method highlighted the whole lesion. Justification was similar to confidence with
the major difference being that the radiologist cared more about the explanation method
highlighting the lesion in general rather than an accurate segmentation. If the explanation
method highlighted only half the lesion this was considered just as justified as highlighting
the whole lesion. For justification, the radiologist stressed the importance of being able to
look at the explanation method to confirm the lesion presence. These results along with the
previous subsection suggest that lesion detection performance has a relation with perceived
explanation quality in our sample. BayLIME produces the highest lesion detection accuracy
and perceived quality in terms of understanding, justification, and confidence.
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Table 3: Results for perceived understanding, confidence, and justification.

Method Understanding [95% CI] Confidence [95% CI] Justification [95% CI]

CXPlain 3.28 [2.63, 3.93] 3.42 [2.59, 4.26] 3.14 [2.10, 4.18]
BayLIME 4.0 [3.50, 4.49] 3.71 [2.89, 4.52] 3.71 [3.06, 4.36]
BLRP 3.85 [3.08, 4.26] 3.71 [2.89, 4.52] 3.42 [2.33, 4.51]

DistDeepSHAP 3.57 [2.89, 4.24] 3.28 [2.63, 3.93] 3.14 [2.10, 4.18]

Table 4: IOU score for explanation, and uncertainty.

Method IOU [95% CI]

Explanation Technique 61.36 [51.45, 70.41]
Explanation Technique + Uncertainty 70.24 [61.22, 79.36]

3.3. Are explanations consistent with radiologist’s explanations?

To measure the consistency of explanations, we ask each radiologist to mark the ROI in the
image that contribute the most to their classification. To compare the similarity between
the radiologist’s explanation and the explanation method, we compute the IOU between the
two. The results are reported in Table 4. This shows that uncertainty-based explanations
are the most consistent with the radiologist explanations. The radiologists, on average,
marked more areas than the explanation methods. Common feedback from the radiologist
was that they preferred an explanation that showed a ROI that was consistent with theirs.
They mentioned this made the explanations method more explainable and they were able
to better interpret it.

3.4. What characteristics improve explainability for radiologists?

In this section, we investigate the qualitative responses from the radiologists to better under-
stand what characteristics improve explainability. This insight augments our understanding
of explanation methods with the potential to guide future efforts developing explanation
methods. We analyze the textual responses from the questionnaire using thematic analysis
J.A. (1993). The research team codified the responses from the radiologist. The codified
items were then grouped together under common themes. These themes then formed the
underlying characteristics for three dimensions. The research team eventually settled on the
following characteristics (1) Precision (2) Clarity (3) Presentation (4) Consistency. These
are described in Table 5.

3.4.1. Understanding

Understanding aimed to gauge how much the explanation helped the radiologist understand
why the classification was made. With respect to clarity, a noisy heatmap was noted to
hinder understanding. However, the radiologist also noted that some noise was acceptable
as long as the noise was meaningful. They mentioned that they checked each region the
explanation highlighted which helped them find lesions that they may have missed at first.
This was one example of the noise being helpful as long as it is meaningful. The presentation
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Table 5: Major themes from the qualitative analysis.

Component Description

Precision Precisely localizes a lesion if one is present
Clarity The amount of noise in the method
Presentation The way the method is presented (e.g. color, overlay, etc)
Consistency The explanations are consistent with the radiologists’ explanations

was noted to be related to understanding. We received feedback stating that a heatmap
that uses a gradient presentation such as CXPlain was preferred over a heatmap without
a gradient presentation such as BayLIME. The radiologist mentioned that they used the
red, yellow, green, and blue parts of the gradient to determine what areas were considered
more important for the region highlighted by the explanation method. Regarding precision,
the radiologist stated that if the explanation highlighted a lesion then there was almost
immediate understanding why the classification was made. A common theme was the
radiologist mentioning that consistency between their explanations and the explanation
method explanations was important to garner increased understanding.

3.4.2. Confidence

Confidence measured how much confidence in the classification the explanation instills. Re-
garding precision, the radiologists mentioned that what gave them the most confidence was
when the deep learning model classified the MRI as containing a lesion and the explana-
tion method highlighted the lesion. If they were able to see a lesion and then check the
explanation method also highlighted that lesion this was noted to give them a high degree
of confidence that there is indeed a lesion in that area. With respect to consistency, they
mentioned that if the explanation method highlighted the zone the lesion was in that this
was almost as sufficient as highlighting the lesion itself. They wanted to be able to use the
explanation method to verify the classification.

3.4.3. Justification

Justification evaluated the degree the explanation method justified the classification. The
radiologist mentioned the presentation was important for justification. They considered it
a higher level of justification if the red part of the heatmap highlighted the lesion. If the
lesion was highlighted by the heatmap but not the red part of the heatmap they considered
it less justified. With respect to precision, the radiologist consider the justification to be
the greatest if the lesion was highlighted by the heatmap. It was noted that the explanation
methods often highlighted Prostatistis instead of the lesion. This was considered to be poor
justification. The radiologist wanted the justification to be presented similar to the way
they justify their diagnosis. For example, highlighting the prostate zone along with the
lesion was looked upon favorably.
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Figure 3: Graphs summarizing the perceived usefulness of each method.

4. Related Work

To the best of our knowledge, this study is the first to investigate uncertainty-based expla-
nation methods for radiology end use. However, there are similar studies that investigate
explanation methods for other clinical tasks Gulum et al. (2021). Tonekaboni et al. (2019)
attempt to gain insight into what characteristics of explanation method increase clinician
trust. They find clinicians deem feature importance, uncertainty, and transparency to be
important components. Hegselmann et al. (2020) evaluate the interpretability of additive
models. Specifically, their goal was to determine if doctors can interpret these models. They
found that overall doctors were able to accurately interpret the additive models.

There have been studies that aim to translate machine learning to clinical practice.
Elish (2018) examines the development of a sepsis risk machine learning model in an ER
setting. Turk et al. (2016) conduct a pilot study that investigates mortality prediction
using electronic medical records in a clinical setting. The authors evaluate performance
and highlight some of the challenges of clinical implementation. Mazur et al. (2016) access
the relationship between task demands and workload during physician-computer interaction
in a simulated study. Ghassemi et al. (2018) propose a visualization system for electronic
health records and evaluate accuracy and confidence in treatment decisions using a clinical
cohort.

There have also been other human studies investigating explanation methods in a general
population. Lertvittayakumjorn and Toni (2019) evaluate explanation methods for text
classifications. They conduct a human study to determine which methods are most effective.
They find LIME Ribeiro et al. (2016), LRP Binder et al. (2016), and DeepLIFT Shrikumar
et al. (2017) perform the best overall. Jeyakumar et al. (2020) investigates explanation
methods for multiple data modalities using a Mechanical Turk powered human study. The
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authors find that overall prototype methods such as ExMatchina Chen et al. (2019) are the
preferred explanation.

5. Discussion

This study provides insight into what uncertainty-based explanation methods are preferred
by radiologists and reasoning behind why. It also investigates if uncertainty-based explana-
tion methods improve detection of prostate lesions. It was found that BayLIME improved
lesion detection the greatest up to a 20% increase in F1 score. On average, uncertainty-based
explanation methods improved lesion detection by 8% and explanation methods without an
uncertainty component increase lesion detection up to 5%. This demonstrates the potential
of explanation methods to provide utility in diagnosis. It was noted by the radiologists that
there were cases when they analyzed the MRI and did not find a lesion. However, after
looking at the explanation they were to identify the lesion they previously did not see. This
was mostly in cases where the lesion was small and difficult to see. The radiologists mention
that the explanation methods are useful to use to flag certain regions for further inspection.
The methods that performed the best qualitatively clearly localize a lesion, or the zone the
lesion was located in. The methods that performed the worst were noisy and more difficult
to interpret. This demonstrates that uncertainty-based deep learning explanation methods
have the potential to improve overall diagnosis performance.

It was found BayLIME had the highest justification score with radiologists noting that
it often showed where the lesion was located. However, it was noted that the BayLIME
visualization style was the least preferred. The visualization style of CXPlain was preferred
over the others. CXPlain also had the highest confidence, tied with BayLIME. BayLIME
also had the highest understanding score overall. CXPlain and DistDeepSHAP had the
lowest justification scores. CXPlain had the lowest understanding score. It was noted that
this method marked many areas of the prostate that did not include relevant information.
This was one of the common comments on why these scores were low. However, CXPlain
produced the greatest increase in sensitivity. This shows that the extra noise can be useful
for checking possible lesion locations but can be hard to interpret and lead to many false
positives. Overall, the most common comments from the radiologist are summarized as
follows. First, it is important that the explanation method highlights the lesion if there is
one. The radiologists mentioned one of components they considered most useful was when
the explanation method highlighted a lesion they did not see at first. They mentioned that
the explanation method clarity helps understanding, and accurately localizing the lesion
helps confidence and justification. The presentation of the explanation method mattered to
the radiologists. They mentioned that a gradient-based presentation style such as CXPlain
was preferred compared to a presentation style such as BayLIME. They mentioned the
colors in the gradient were useful to determine what areas were weighted more so than
others. Some explanation methods are notoriously noisy Kim et al. (2019). The radiologists
mentioned that noisy methods were difficult to use to draw conclusions. However, they
also mentioned that the uncertainty component helped them reason through the noise if
present. Lastly, they stressed the importance of providing explanations that are consistent
with the way they would provide an explanation. This makes the explanation methods
easier to interpret and better able to be used as a useful tool in the diagnosis process.
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These comments provide insight into what radiologists deem explainable which can guide
the further development of uncertainty-based explanation methods and the evaluation of
current methods. In essence, we found that radiologists want explanation methods that are
precise, clear, and provide explanations in a manner similar to the way they would.

5.1. Limitations

One limitation of this study is that it only considers prostate cancer using T2 MRI im-
ages. Explanation method performance preference may change depending on the image
modalities. ADC and diffusion images are also used when analyzing an MRI image. It is
important to also investigate these image modalities. We did not include these to keep the
study a manageable length for the radiologists and to isolate the conclusions drawn to only
T2 images. Another limitation is the sample size. This study is meant to be a pilot study,
however a larger sample size would be needed to draw stronger conclusion. Nonetheless,
this pilot study provides insight for following studies with larger sample sizes and different
image modalities.

6. Conclusion

This study investigates the clinical performance of uncertainty-based explanation methods
and attempts to gain insight into what radiologists deem explainable. We perform a pilot
study with a cohort of ten radiologists. We ran an experiment where we showed each radi-
ologist an MRI image and corresponding interpretation technique. We also showed them an
MRI image without a interpretation for a baseline comparison. It was found that explana-
tion methods increase lesion detection performance up to 20% increase. The highest rated
method in terms of confidence, justification, and understanding was BayLIME. However, it
was also commonly noted that the BayLIME visualization was the least preferred whereas
CXPlain was most preferred. The radiologists noted the most important components of
the explanation methods were precision, clarity, presentation, and consistency. This study
augments our understanding of what works well with current explanation and where they
fall short with insight to guide future research efforts.
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and R. Garnett, editors, Advances in Neural Information Processing Systems, volume 32.
Curran Associates, Inc., 2019. URL https://proceedings.neurips.cc/paper/2019/

file/3ab6be46e1d6b21d59a3c3a0b9d0f6ef-Paper.pdf.

Andrew D Selbst and Julia Powles. Meaningful information and the right to explanation.
International Data Privacy Law, 7(4):233–242, 12 2017. ISSN 2044-3994. doi: 10.1093/
idpl/ipx022. URL https://doi.org/10.1093/idpl/ipx022.

Ramprasaath R. Selvaraju, Michael Cogswell, Abhishek Das, Ramakrishna Vedantam, Devi
Parikh, and Dhruv Batra. Grad-cam: Visual explanations from deep networks via
gradient-based localization. In 2017 IEEE International Conference on Computer Vi-
sion (ICCV), pages 618–626, 2017. doi: 10.1109/ICCV.2017.74.

Avanti Shrikumar, Peyton Greenside, and Anshul Kundaje. Learning important features
through propagating activation differences. In ICML, 2017.

Karen Simonyan and Andrew Zisserman. Very deep convolutional networks for large-scale
image recognition. CoRR, abs/1409.1556, 2015.

Mukund Sundararajan, Ankur Taly, and Qiqi Yan. Axiomatic attribution for deep networks.
In Proceedings of the 34th International Conference on Machine Learning - Volume 70,
ICML’17, page 3319–3328. JMLR.org, 2017.

Sana Tonekaboni, Shalmali Joshi, Melissa McCradden, and Anna Goldenberg. What clini-
cians want: Contextualizing explainable machine learning for clinical end use. In Machine
Learning for Healthcare (MLHC), 2019.

Benjamin Turk, Arona Ragins, Jason Ha, Brian Hoberman, Steven LeVine, Mamuel
Ballesca, Vincent Liu, and Patricia Kipnis. Piloting electronic medical record–based
early detection of inpatient deterioration in community hospitals. Journal of Hospital
Medicine, 11:S18–S24, 11 2016. doi: 10.1002/jhm.2652.

Coen de Vente, Pieter Vos, Matin Hosseinzadeh, Josien Pluim, and Mitko Veta. Deep
learning regression for prostate cancer detection and grading in bi-parametric mri. IEEE
Transactions on Biomedical Engineering, 68(2):374–383, 2021. doi: 10.1109/TBME.2020.
2993528.

17

https://ojs.aaai.org/index.php/AAAI/article/view/11491
https://proceedings.neurips.cc/paper/2019/file/3ab6be46e1d6b21d59a3c3a0b9d0f6ef-Paper.pdf
https://proceedings.neurips.cc/paper/2019/file/3ab6be46e1d6b21d59a3c3a0b9d0f6ef-Paper.pdf
https://doi.org/10.1093/idpl/ipx022


Evaluating Uncertainty-Based Deep Learning Explanations for Prostate Lesion Detection

Xingyu Zhao, Wei Huang, Xiaowei Huang, Valentin Robu, and David Flynn. Baylime:
Bayesian local interpretable model-agnostic explanations. In Cassio de Campos and Mar-
loes H. Maathuis, editors, Proceedings of the Thirty-Seventh Conference on Uncertainty
in Artificial Intelligence, volume 161 of Proceedings of Machine Learning Research, pages
887–896. PMLR, 27–30 Jul 2021.

18


	Introduction
	Study Methodology
	Data Preprocessing
	Deep Learning Model
	Explanation Methods
	CXPlain
	DistDeepSHAP
	BLRP
	BayLIME

	Radiology Cohort
	Study Procedure
	Questionnaire Development

	Results
	Do explanation methods improve diagnosis performance?
	Do explanations provide understanding, confidence, and justification?
	Are explanations consistent with radiologist's explanations?
	What characteristics improve explainability for radiologists?
	Understanding
	Confidence
	Justification


	Related Work
	Discussion
	Limitations

	Conclusion

