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Introduction:  

Prospective validation of machine learning (ML) models on real-time data during a ‘silent trial’ is crucial to 

assess real-world performance and clinical relevance.1-3 However, most published ML models are not validated 
prospectively.4 For pediatric sepsis, no previously published model has been prospectively validated during a silent trial.5-

13 This may be attributed to the lack of suitable technical infrastructure, costs associated with running silent trials or 

support for health system leadership.4, 14-16 In this case study, we describe the results of a silent trial evaluation of a 

previously developed pediatric sepsis ML model and share the steps we took to identify the underlying causes of 
performance discrepancies between the retrospective evaluation and prospective evaluation. 

 

Methods: 

 Our team previously developed a Long short-term memory (LSTM) model to predict pediatric sepsis within the 

next 6 hours using commonly available EHR data elements. The sepsis outcome label was defined according to the Weiss 

definition.17 The model was trained on 17,491 encounters between 11/1/2016 and 12/31/2020 at Duke University Health 
System (DUHS), and 464 (2.65%) encounters met the sepsis definition. The temporal validation cohort consists of 6,545 

encounters from 1/1/2021 to 6/30/2022. Despite class imbalance, the LSTM model achieved robust predictive 

performance on the retrospective test set and on the temporal validation cohort (AUROC of 0.936 and 0.937, AUPRC of 

0.440 and 0.405, respectively). The model was integrated into the operational EHR system at DUHS. A custom-built 
database extracts the most recent data from EPIC every 15 minutes, which provides near real-time data for patients who 

are currently hospitalized. The model runs every 15 minutes on all current encounters at DUHS and generates a 

notification if a patient’s risk score exceeds the pre-set threshold of 0.85. During the 2-month silent trial, the model 
outputs were not sent to bedside clinicians. Instead, the notifications were sent to an internal HIPAA-compliant message 

channel where the model development team could track the alarm volume and resolve technical issues. Additional 

analyses were designed to investigate the observed performance discrepancies. 

 
Results:  

 The model ran on more than 1,475 encounters during the silent trial. The model generated approximately 30 

alarms per day, which was much higher than the expected 2 alarms per day based on retrospective performance. In 
addition, our team noticed that the model fired an alarm for almost all patients in the emergency department within their 

first hour of arrival. During our investigation of performance discrepancies, we observed that in the retrospective 

modeling, we truncated the data for septic encounters at the time of meeting the real-time Weiss phenotype. However, we 
did not truncate any encounter’s data when running the model in real-time. As a result, the encounter length for septic 

patients is much longer during the silent trial than in retrospective modeling. The average length of stay of non-septic 

patients is 77.3 hours, and the average length of stay of septic patients is 459.6 hours before truncation, but 39.6 hours 

after truncation. While training the model, we set the maximum length for all encounters to be 168 hours. If an encounter 
was less than 168 hours long, zeros were used to pad the sequence to achieve a length of 168. However, as we normalized 

the outputs from the LSTM using layer normalization, the shorter sequences (i.e. with more zeros) got a smaller mean. 

Due to this difference in means, the model learned to associate shorter encounters with sepsis and longer encounters with 
non-sepsis. After this realization, we retrained the LSTM model without layer normalization using the same 

hyperparameters, which resulted in an AUROC of 0.782 and AUPRC of 0.01 on the retrospective cohort. This suggests 

that the model’s predictive power was inflated due to label leakage introduced through layer normalization. 
 

Discussion: 

Prospective validation helped our team detect an instance of label leakage despite the model’s robust performance 

on the retrospective test set and temporal validation set. Completing temporal validation was not sufficient to help our 
team identify the label leakage because all data (formatted into an hourly model matrix) were fed into the model at once, 

whereas prospective validation requires data to be fed into the model at pre-specified prediction cadences (e.g. new data 

added every hour), which more closely mimics the model’s clinical use case. Identifying this issue before integrating the 
tool into clinical workflow helped our team avoid causing alarm fatigue and damaging end-user trust. It is possible that 

other published deep-learning models may also suffer from similar subtle instances of label leakage. We strongly 

recommend other researchers to prospectively validate their ML models prior to utilization in patient care. 
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